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Abstract: Message sequencing and channel assignment are two 
important issues that need to be addressed in scheduling 
vuriable-length messages in a Wavelength Division Multiplexing 
(WDM) network. Channel assignment addresses the problem of 
choosing an appropriate data channel via which a message is 
transmitted to a node. This problem has been addressed 
extensively in the literature. On the other hand, message 
sequencing which addresses the order in which messages are 
sent, has rarely been addressed. In this papel; we propose a set of 
scheduling techniques for  single-hop WDM passive star networks 
which address both the sequencing aspect and the assignment 
aspect of the problem. In particulal; we develop two priority 
schemes for sequencing messages in a WDM network in order to 
increase the overall performance of the network. We evaluate the 
proposed algorithms, using analytical modeling and discrete- 
event simulations, by comparing their performance with state-of 
the-art scheduling algorithms that only address the assignment 
problem. We find that signijkant improvement in perj5ormance 
can be achieved using our scheduling algorithms where message 
sequencing and channel assignment are simultaneously taken 
into consideration. 

1. Introduction 

Wavelength Division Multiplexing (WDM) is an effective way 
of utilizing the large bandwidth of an optical fiber. By allowing 
multiple messages to be transmitted in parallel, on a number of 
channels, this technique has the potential to improve the 
performance in optical networks significantly. Several topologies 
have been proposed for WDM networks [1][2], a popular one of 
which is the single-hop, passive star-coupled topology [3]. 

To unleash the potential of single-hop, WDM passive star 
networks, efficient access protocols and scheduling algorithms are 
needed to allocate and coordinate system resources optimally 
while satisfying message and system constraints [l]. Most of these 
protocols and algorithms can be divided into two main classes, 
namely preallocation-based [3] [4][5] [6] and reservation-based 
[7][8][9][10][11] techniques. Reallocation-based techniques use 
all channels of a fiber to transmit messages. These techniques 
assign transmission rights to different nodes in a static and pre- 
determined manner. Reservation-based techniques allocate a 
channel as the control channel to transmit global information 
about messages to all nodes in the system. Once such information 
is received, all nodes invoke the same scheduling algorithm to 
determine when to transmidreceive a message and on which data 
channel. Reservation-based techniques have a more dynamic 
nature and assign transmission rights based on run-time 
requirements of the nodes in the network. In this paper, we focus 

our attention on reservation-based techniques. 

Most of the scheduling algorithms proposed for reservation-based 
techniques can only schedule fixed-length packets for 
transmissions. Recently, many researchers have relaxed this 
constraint by allowing their scheduling algorithms to schedule 
variable-length messages [9] [12] [13] [14]. As a result, these 
variable-length scheduling algorithms are more general than 
fixed-length scheduling algorithms and can adapt better to various 
traffic characteristics (e.g., bursty). We adopt the same strategy in 
this paper by allowing our scheduling algorithm to handle 
variable-length messages. There are two fundamental aspects that 
a variable-length message scheduling algorithm should efficiently 
solve namely, channel assignment and message sequencing. The 
assignment aspect of a scheduling algorithm addresses the 
problem of selecting an appropriate channel and a time slot on that 
channel to transmit a message. The sequencing aspect, addresses 
the order in which messages are selected for transmission. The 
assignment aspect of this problem has been addressed extensively 
in the literature. The sequencing aspect of this problem, however, 
has not received much attention. In particular, all the above 
proposed variable-length messages scheduling algorithms 
schedule messages individually and independently of one another 

In this paper we propose and evaluate a set of scheduling 
techniques that address the sequencing, as well as the assignment 
aspect of the scheduling problem. Our techniques are more 
globally optimizing than the existing approaches, since they not 
only share global information about each message among 
receiving and transmitting nodes, but they also consider multiple 
messages from different transmitting nodes simultaneously, when 
scheduling. 

We have developed a theoretical model to analyze the 
performance of the techniques discussed in this paper. In addition, 
we evaluated our techniques by comparing their performance with 
a recently proposed scheduling algorithm [9] using extensive 
discrete-event simulations. The results of these experiments 
demonstrate the significant improvements that can be obtained by 
using techniques that address sequencing and assignment 
simultaneously. 

The remainder of this paper is organized as follows. Section 2 
specifies our WDM system model and the scheduling problem to 
be addressed. Section 3 discusses our scheduling techniques and 
Section 4 provides an analytical model of the proposed 
techniques. Section 5 provides an experimental evaluation of these 
technique’s performance. Finally, Section 6 concludes the paper 
with a summary of the results and a discussion of our future work. 
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2. WDM System Model and the Scheduling Problem 

As mentioned previously, in this paper we consider message 
transmission in a single-hop, WDM optical network whose nodes 
are connected via a passive star coupler. The star coupler supports 
C channels and there exist N nodes in the network. C-1 channels, 
referred to as data channels, are used for message transmission. 
The other channel, referred to as the control channel, is used to 
exchange global information among nodes about the messages to 
be transmitted. The control channel is the basic mechanism for 
implementing the reservation scheme. Each node in the network 
has two transmitters and two receivers. One tpansmitter and one 
receiver are fixed and are tuned to the control channel. The other 
transmitter and receiver are tunable and can tune into any of the 
data channels to access messages on those channels. This is 
similar to the network proposed i n  [9]. The nodes are divided into 
two non-disjoint sets of source (transmitting) nodes sI and 
destination (receiving) nodes d,. A queue for the messages to be 
transmitted is assumed to exist at each source node s,. 

A Time Division Multiple Access (TDMA) protocol is used on the 
control channel to access that channel. According to this protocol, 
each node can transmit a control packet during a predetermined 
time slot. The basic time interval on the control channel is the 
transmission time of a control packet. N control packets make up 
one control frame on the control channel. Thus, each node has a 
corresponding control packet in a control frame, during which that 
node can access the control channel. The length of a control packet 
is a system design parameter and depends on the number of 
messages 1 about which each node is allowed to broadcast control 
information, and the amount of control information about each 
message (e.g., the address of the destination node, message 
length). Values greater than one for the parameter 1 signify a 
situation in which a source node s, can transmit information about 
multiple messages in its queue to all nodes through a control 
packet i in a control frame. In our model, we have ignored the 
transmitter and receiver tuning times. 

3. Scheduling Techniques 

In this section, we discuss the basic steps of our scheduling 
techniques and discuss some of their performance tradeoffs. 
During the transmission of a control frame, each source node s, 
sends a control packet during time slot i on the control channel to 
all other nodes. The control packet contains information about one 
(at the head of s,’s message queue) or more messages that it 
intends to transmit. The larger the number 1 of imessages that are 
represented in a control packet, the more globally optimizing our 
scheduling algorithms will be. Larger values of I result in longer 
durations but less frequent invocations of the scheduling 
algorithms. 

After R i F  time units, where R is the round-trip propagation delay 
between a node and the star coupler and F is the time duration of 
a control frame, all nodes in the network will have information 
contained in a control frame about messages to be transmitted. At 
this point, an identical copy of a distributed scheduling algorithm 
is invoked by all nodes to assign the messages represented in the 
control frame to appropriate data channels to be transmitted at a 

point in time. The technique for assignment of data channels and 
transmission time may vary based on different models. Examples 
of such techniques that are receiving attention are EATS, CDS and 
TTAS as proposed in [9]. For the sake of simplicity and to be able 
to clearly illustrate the importance of sequencing messages in 
these networks, we adopt EATS (Earliest Available Time 
Scheduling) as our basic channel assignment mechanism. 
However, the choice of channel assignment technique in our 
approach is independent of our sequencing algorithms. EATS 
assigns a message to the data channel that has the earliest available 
time among all channels. Once the data channel is assigned, the 
message is scheduled to transmit as soon as that channel becomes 
available. 

We have selected two priority schemes for sequencing messages 
in our scheduling algorithms, namely the Shortest Job First (SE) 
and the Longest Job First (WF) schemes. By scheduling shorter 
messages first, SJF is expected to reduce average delays. SJF’s 
ability to reduce average delays has been demonstrated. In an 
environment where messages can be transmitted in parallel on 
different data channels, however, SJF is expected to result in a 
poorly balanced load among different channels. This is because 
the larger messages that are scheduled last may have large 
differences in size which will lead to a coarser schedule with 
uneven loads among channels. This is why we have chosen LJF as 
an alternative priority scheme to see the trade-off between load 
balancing and reducing average delays in our algorithms. LJF is 
expected to balance the load by f is t  scheduling long messages on 
data channels and then filling the uneven loads with smaller 
messages. 

Sequencing messages at the source-node message queues or 
messages represented in the control frame, or both, can lead to a 
number of different scheduling policies some of which we have 
adopted and evaluated. In the following sub-sections, we discuss 
some of these strategies and their characteristics. 

3.1. Frame Scheduling 

Using this strategy, each message queue, at the source nodes, is 
maintained as a First-Come-First-Served (FCFS) queue. During 
each time slot i, control information about the message at the head 
of si’s queue is placed in packet i of a frame. After all packets of a 
frame reach all nodes in the network, a sequencing algorithm 
based on a priority scheme (e.g., SJF or LJF) is called to sort the 
messages represented in that frame according to their priorities. 
Once the order of message transmissions is determined, a channel 
assignment algorithm (e.g., EATS) is invoked to assign the 
channel and time of transmission. The source nodes will then 
know on which channel to transmit the message at the head of their 
message queues and at what time. The receiver nodes will also 
know to which channel they should tune and at what time to 
receive the appropriate message. 

Prioritizing message transmissions in frame scheduling does not 
lead to starvation, since this prioritization takes place in batches all 
of whose messages receive service before the next batch of 
messages is scheduledserviced. 
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3.2. Frame-and-Queue Scheduling 

Using this strategy, sequencing is done at two points; once at the 
message queues of the source nodes and once at the time the 
messages of a control frame are scheduled. The message queues at 
the source nodes are maintained according to some priority 
scheme (e.g., SJF or LJF). Thus, the head of each queue contains 
the message m with the highest priority among ai1 messages that 
have arrived at a source for transmission. During time slot i, 
therefore, control information about message m will be placed in 
the appropriate control packet of the control frame. Once all 
packets of the frame have reached all nodes, a sequencing 
algorithm (based on the same priority scheme as the one at the 
message queues) is applied again to sequence the messages 
represented in that frame. 

A point to note is that the frame-and-queue scheduling technique 
may lead to starvation for some messages at the message queues. 
This is because a higher-priority message can always arrive into a 
message queue and replace existing lower-priority messages at the 
head of the queue. Thus, some form of aging mechanism should 
be adopted for this kind of technique to increase the priority of 
messages as they stay longer in the message queues. 

3.3. Multiple-Messages-per-Node Scheduling 

This technique attempts to do scheduling at a more global level 
than the previous two approaches. To do this, it represents a 
number 1 ( I  2 I )  of messages in each control packet. Thus, control 
information about multiple messages at each source node’s 
message queue can be placed in each of the corresponding control 
packets of a frame. This technique performs sequencing once at 
the time the frame has reached all nodes. The sequencing 
algorithm is applied to all messages of the frame and an order is 
imposed on the messages according to some priority scheme as 
discussed before. After scheduling, each source node will know 
which message in its queue is to be transmitted next. The source 
nodes will also know on which channel to transmit the message 
and at what time. 

Like the frame scheduling technique, the multiple-messages-per- 
node technique is free from starvation. This is again attributed to 
the fact that this technique schedules messages in independent 
batches. Since this technique schedules more messages in each 
scheduling phase than the previous two approaches, its scheduling 
time is higher. The frequency of scheduling invocations, on the 
other hand, is lower since a larger number of messages is 
scheduled each time. 

4. Analytical Model 

In this section we present a simple analytical for our WDM 
network that follows the analytical model originally proposed in 
[9]. The performance metric of our interest in this model is the 
average message delay in the network. In order to make our WDM 
model mathematically manageable, several assumptions have 
been adopted as follows: 1) The tuning time is negligible. 2 )  We 
have a finite message population, M, at the head of each node’s 
queue. 3) The message arrival process at each node is a Poisson 
process with a mean arrival rate of 1. 4) A message transmitted by 
a node is destined to every other node with equal probability. 5 )  

For each of the nodes i. the message length is exponentially 
distributed with a mean value of Um’i. 6) For each of the nodes, 
the probability that each node has one message is approximately 
1 M. 

The frame scheduling algorithms introduced in the previous 
sections provide mechanisms to sequence the messages according 
to length-based priorities assigned to each message (i.e., SJF or 
LJF). As a result, a WDM system that adopts one of these 
algorithms can be modeled as an M/G/l with a priority queuing 
system [17][18][ 191. The population of the system queue in this 
model is bounded by the number of the nodes, since we consider 
the system queue as being composed of every first message at each 
node (i.e., the head of every node’s queue). The servers of the 
queue can be considered as the set of data channels in the system 
with different service rates. The service rate of a channel depends 
on the messages it serves combined with the restriction on 
message destinations. 

The message population is limited to one per node with the same 
arrival rate h and probability IN. The arrival rate of the system 
can be approximated by ( N  - k )  x U N ,  where the system state k 
is the number of messages in the system and k E {O, l ,  ..., N - l } .  

The service rate, which is the inverse of the service time of the 
system server can be considered as a function of two factors. One 
is the mean message service rate p’, of the message with the ith 
priority. The other is a,(k) which denotes the probability that out 
of k messages, i messages are destined to different nodes. This 
term signifies that the destination of a message plays a role in 
determining the service rate of the system server. The service rate 
pk of the server, when kth priority message is served in the system, 
can be expressed by: 

When k <  C -  1: 
k 

p = x p ’ , x i x a ( k )  
k 

i = I  

W h e n k 2 C -  1: 
c-1 

pk = & ‘ i x i x a ( c - l f  1 

i = l  

These formulas demonstrate the effect of the number of channels 
on the service rate. According to assumption 4, ai(k) can be 
computed as follows [9]: 

where S(k, i) is the Stirling number. 

The system traffic intensity or the load Pk, which is the ratio of the 
messages arrival rate to the service rate of the system, when kth 
priority message is served by the server, can be expressed by the 
following relationship: 
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h ( N  - k )  X h / N  p = A =  

p k  t p l k x i x a ( k )  i 

Applying Little’s result to our M/G/l priority queuing system, we 
can obtain the relationships between the average delay Dk of the 
kth priority message, and the average waiting time OWk of the kth 
priority message in the queue. Finally, we can derive the average 
delay time D of all messages in the system. In particular, the 
waiting time Dk of the kth priority message cian be expressed as 
follows: 

i = l  

k 

i =  I DW = 

The delay time Dk of the kth priority message can be obtained 
from adding that message’s service time Upk, to the waiting time 
DW, of the kth priority message in the queue. 

1 D = - + D W  
’ k  

k 

Based on the above formulae, we can calculate the average delay 
time of all messages in the system as: 

5. Experimental Evaluation 

In this section, we discuss the results of a set of experiments to 
evaluate the performance of the proposed scheduling techniques 
and also compare them with the scheduling scheme adopted in [9]. 
The experiments were conducted using a discrete-event simulator. 

5.1. Experiment Design 

The parameters involved in the design of our WDM system 
include the number of nodes, which was chosen 1.0 be 100, and the 
number of channels, which ranges from 50 to 100. Round-trip 
propagation delay is another system parameter wlhich was set to 10 
in the experiments. Message lengths vary according to a normal 
distribution with a mean of 100 time units and a standard deviation 
of 50. A uniform message arrival rate across all nodes was 
considered which ranges from 0.004 to 0.007 messages per unit 
time for each node in the network. Destination nodes for messages 
were chosen according to a uniform probability distribution. The 
behavior of the candidate algorithms was observed over a 
simulation period of 100,OOO time units to make sure that our 
results are stable. Each point in the performance graphs is the 
average of 10 independent runs. Metrics of performance in the 
experiments are average delay, defined as the average time a 

message spends in the WDM network, and throughput defined as 
the number of packets that are transmitted per unit of time. 

The channel assignment strategy chosen for all candidate 
algorithms is the EATS technique as proposed in [9]. This 
technique assigns a message to the data channel with the earliest 
available time. The candidate algorithms for the performance- 
comparison experiments were First-Control-Packet-First-Served 
(FCPFS), Frame scheduling with SJF (F-SJF) and with LJF (F- 
LJF) priority schemes, Frame-and-Queue scheduling with SJF 
(FQ-SJF) and with LJF (FQ-LJF) priority schemes, and Multiple- 
Messages-per-Node scheduling with SJF (MMN-SJF) and with 
LJF (MMN-LJF) priority schemes. The operation of F-SJF, F- 
L E ,  FQ-SJF, FQ-LJF, MMN-SJF, and IMMN-LJF were discussed 
in previous sections. The value of parameter 1 in MMN algorithms 
was set to 7. The FCPFS algorithm is the basic algorithm against 
which our proposed algorithms are compared which was 
originally given in [9]. This algorithm does not sequence 
messages in any particular order and assigns them to the data 
channels according to the index of their control packets in the 
control frame. This means that a message originated at source 
node s1 whose corresponding control packet in the control frame 
is packet 1, will be scheduled before a message originated at 
source node s2 with the second control packet as its corresponding 
slot in the control frame. 

5.2. Experimental Results 

Figures 1 and 2 show the performance of the different algorithms 
under varying loads (anival rates) per node. Figure 1 compares the 
average delay of the algorithms. As the figure shows, the 
algorithms which perform both sequencing and assignment (e.g., 
F, FQ and MMN) significantly outperform those which perform 
only assignment (e.g., FCPFS), as arrival rates increase. The 
figure also reveals that as the degree of globally optimizing 
behavior increases, the algorithms’ performance consistently 
improves (i.e., MMN outperforms FQ and FQ outperforms F). 
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W MMN-LJF 
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Figure 1.Comparison of avg. delay vs. arrival rates. 

The F algorithms can outperform FCPFS by as much as 40%. The 
FQ and MMN algorithms outperform FCPFS by as much as 45% 
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and 66%, respectively. This is an affirmation on the importance of 
efficiently sequencing messages in variable-length message 
scheduling algorithms. As a general trend, algorithms using the 
SJF priority scheme perform slightly better, in terms of reducing 
average delay, than those employing LJF. Figure 2 compares the 
throughput of the candidate algorithms. We observe that the 
sequencing-and-assignment techniques result in similar 
throughputs that saturate at significantly higher values than 
EATS'S throughput at high loads. 
60 
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40 p-0 MMN-WF 
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Figure 2. Comparison of throughput vs arrival rates. 

Figure 3 compares the results of the analytical model developed in 
the previous section to those obtained through extensive discrete- 
event simulations. The analytical results agree well with the 
experimental result and confirm that F-SJF demonstrates 
improved performance with respect to FCPFS. These results also 
verify the accuracy of the analytical model and its usefulness in 
adopting various priority schemes for sequencing messages. 
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x m - 
8 
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Average Arrival Rate 
Figure 3.Analytical vs simulation results. 

6. Conclusion 
In this paper, we proposed a set of reservation-based techniques 
for scheduling variable-length messages in a single-hop, WDM 

passive star network. Unlike many existing reservation-based 
techniques, the proposed techniques address both message 
sequencing and channel assignment aspects of the scheduling 
problem simultaneously. We formulated a mathematical model to 
study the performance of the proposed techniques. W e  also 
evaluated the performance of the proposed techniques and the 
tradeoffs between the priority schemes in a number of 
experiments. These experiments compared the proposed 
algorithms with another scheduling technique which only 
addresses channel assignment problem (no message sequencing) 
[9]. The results of our experiments show significant improvements 
over this channel assignment technique, and the results of our 
mathematical analysis support these conclusions as well. 
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